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Abstract

In this paper, the methods to improve both data quantity and quality in an experimental setup
were investigated. Particularly, a numerical algorithm was developed and implemented to deter-
mine important values from a previously compressed data set, leading to increased data quality.
An annotated version of the code is available at: https://github.com/SupefluidGlitch/Iterative-
Algorithm

1 Introduction

At the end of a star’s life, if the conditions are
right, it will collapse into a neutron star. In these
celestial objects, conditions are pushed to the ex-
tremes: their densities are second only to black
holes, rotational rates increase, and their magnetic
fields become significantly stronger. Due to this
last factor, neutron stars emit immensely powerful
beams of radiation from their poles. This, along-
side their rotational behavior, causes beams of ra-
diation to occasionally sweep by Earth, allowing
astronomers to observe both the presence of neu-
tron stars as well as their rotational rates. From
this, astronomers noted an interesting behavior:
amidst the rotational decay of these neutron stars,
there would occasionally be sudden increases in
rotational velocity, dubbed “glitches”, as seen in
Figure 1 [1]. While the reason behind this ex-
otic rotational behavior is not fully understood, it
is presently believed to be due to the superfluid
component of a neutron star’s interior.

Figure 1: An observed glitch in a neutron star’s
rotational decay [1].

2 Superfluids

Put simply, superfluids are liquids that have zero
viscosity; they exhibit frictionless flow in which
kinetic energy is conserved [2]. This causes exotic
behavior to occur, such as indefinite rotation, film
flow, and superleaks [3]. Of these properties, the
one of particular interest is that of indefinite ro-
tation. While it is true that, under ideal circum-
stances, a superfluid, once spun, will rotate for-
ever, this behavior breaks down under certain con-
ditions. Particularly, when a superfluid is placed
in a container and spun fast enough, its rotational
rate will indeed decay. Additionally, as the su-
perfluid slows down, it will occasionally exhibit
an exotic “glitch” behavior, where the container’s
measured angular momentum suddenly spikes [4].
To fully grasp this property, it is first neces-
sary to understand quantum vortices: macroscopic
manifestations of the quantum properties inherent
to superfluids. These quantum vortices—dubbed
“quantum” as their angular momentum can only
take on certain discrete values—can be thought of
as individual pillars sprawled throughout the liq-
uid that the superfluid circulates about [5], the
sum of which leads to the appearance of classi-
cal fluid rotation. Additionally, these vortices can
“pin” to surfaces, locking the vortices in place
while still allowing for the superfluid to circulate
about them [5]. Moreover, if there is ever a large
enough discrepancy between the rotational rate of
the superfluid and the surface it is pinned to, then
a depinning event occurs. In this, vortices unlatch
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and translate freely throughout the fluid. If these
vortices happen to crash into the wall of the con-
tainer holding the superfluid, then an exchange of
angular momentum occurs. In this, the container
wall accelerates (due to the imparted angular mo-
mentum) and the superfluid, in turn, decelerates
(due to the loss of vortices) This exact mechanism
is believed to be the underlying reason for the ro-
tational “glitches” observed in neutron stars [6].
Specifically, quantum vortices throughout the neu-
tron star’s superfluid interior first pin to the non-
superfluid crust (or other normal parts of the star).
Then, as time passes, the crust slows down, whilst
the superfluid interior maintains its angular mo-
mentum. Eventually, the difference in the ro-
tational rate between the crust and the interior
reaches a critical point, leading to a mass depin-
ning event. As vortices crash into the crust, an-
gular momentum is transferred and the neutron
star’s exterior speeds up. The superfluid interior,
on the other hand, is speculated to slow down due
to the loss of vortices.

3 Description of the Appara-
tus

While it is currently unfeasible to replicate the in-
terior conditions of a neutron star within a lab,
it is certainly possible to recreate the superfluid
behavior of its interior.
To do so, an experimental setup based off the work
of Tsakadze and Tsakadze [4] was constructed.
The apparatus, housed primarily within a de-
war, works as follows. The dewar is first cy-
cled through a helium atmosphere to reduce the
probability of gaseous impurities from the air con-
densing within the dewar. Afterwards, liquid he-
lium is transferred into the cavity, which is sub-
sequently pumped on to reduce its temperature
below helium-4’s lambda point (2.17K), leading to
superfluidity. Once a sufficient amount of time has
passed, an aluminum bucket, affixed to a stainless
steel rod, is submerged in the pool of superfluid he-
lium, filling the container through a small opening
in the bucket’s cap. Once this process is complete,
the bucket is electromagnetically levitated, and a
contactless AC motor rotates the rod, and by ex-
tension, the superfluid container. At the opera-
tor’s discretion, the motor is turned off and the
bucket is permitted to freely spin down. In our
case, we often rotate the container up to 0.1 - 4Hz,
then allow it to spin down for hours. Both values
are arbitrary, and as a result, really any rotational
frequency may be chosen.
Throughout its rotation, an optical system (which

is further discussed in the following section) re-
lays the rotational rate back to the computer for
analysis and storage. The behavior of this data
acquisition system, particularly the methods used
to improve data quality and quantity, are the pri-
mary focus of this paper.

4 Data Acquisition

Measuring the rotational rate of the superfluid is
done through an optical system, which relies on a
laser that shines on the outer circumference of the
superfluid container lid (Figure 2). Simply put,
if the laser lands on a reflective tooth, the optical
sensor returns a high intensity reading to the com-
puter; if the laser lands on a gap, the sensor will
return a low intensity reading (Figure 3). From
this, the rotational period is computed, which is
then used to determine the container’s rotational
frequency.
The greatest advantage of our current system is
that, compared to prior experiments, the sampling
rate is much higher; rather than a single measure-
ment per revolution, our system receives hundreds
of readings per second. Not only does this lead
to thousands of data points being gathered per
revolution, but it vastly increases the fidelity of
our measurements, allowing us to spot more sub-
tle variations in rotational frequency (glitches.)
As the experimental setup was being developed, it
was deemed that storing all incoming data would
lead to significant system slowdowns, impeding
the accuracy of measurements. For this reason,
the data is preemptively analyzed (through a mi-
crocomputer) prior to storage. In this analysis
script, a threshold value (dubbed the midpoint)
is determined prior to startup.

Figure 2: The container lid, with 40 teeth and 40
gaps on the outer diameter.

Once the incoming readings cross this thresh-
old (for example, as intensity values begin to in-
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crease), the computer begins to calculate a run-
ning average of all incoming data. Then, once
the threshold is crossed again (this time as in-
tensity values begin to decrease), the computer
saves the final average intensity alongside a count
of how many datapoints were averaged (a measure
directly proportional to time). From this, the ro-
tational period (and by extension, frequency) of
the container may be determined. Importantly, as
the container lid has 40 teeth and 40 gaps, there
are 80 potential readings per revolution. As a re-
sult, the ensuing data resolution is much higher
than that of the Tsakadze’s setup, where only a
single reading was made per revolution [4]. Un-
fortunately, this system is not without flaw. As
the temperature necessary for superfluid helium
to exist is approached, an array of mechanical and
technical issues begin to arise. Most notably, the
intensity values start to vary throughout the ex-
periment: rather than receiving perfect maximum
intensity values when the laser is above a reflec-
tive tooth, the sensor may read back a value half as
strong. This behavior is presumed to occur due to
the condensation of ice on the container lid, which
would lower the intensity of the reflected light.
As the analysis script relies on each waveform hav-
ing a fixed, identical midpoint (and by extension,

an identical peak), when intensity begins to de-
cay, errors start to appear in the saved data. For
example, if the midpoint is set too high (Fig 4c),
then when intensity decay occurs, entire readings
may be missed, leading to longer intervals that ac-
tually present. On the other hand, if the midpoint
is set too low, then an oscillatory artifact arises in
the data (Fig 4a). The reason behind this behav-
ior is due to the time it takes for light to traverse
fully from gap to tooth, or vice-versa. As the laser
shines on the edge of a tooth, only a partial inten-
sity reading is returned, which causes the data to
take the form of a trapezoidal wave (as opposed to
a square wave) (Figure 3). If, then, the midpoint is
set too low, a large portion of the base of the trape-
zoid is included the measurement, which leads to a
larger value for the time between the rise and fall
of the intensity readings. Subsequently, the fol-
lowing measurement will be significantly smaller,
as the space between two waveforms is now fore-
shortened. So, with this midpoint issue at hand,
the question becomes not only a matter of what
the perfect midpoint is prior to compression, but if
a varying (dynamic) midpoint can be determined
from the available data and applied retroactively
to enhance data quality.

Figure 3: The raw data which the model is based off of. The slope between the lows and highs arises
from the time it takes the laser to travel across the edge of a tooth.

5 The Model

The first step in determining a varying midpoint
is constructing a simplified model of the raw data,
which relies on the assumptions listed below. The
visual representation of this model may be seen in
Figure 5, alongside the numeric definition of the

variables used.

1. The averaged intensity values for the bot-
tom and top (anB/anT ) are equivalent to
the true intensity values (LnB/LnT )

2. The upwards slope fraction, which refers to
the fraction of the wave period which is spent
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a) A low midpoint resulting in oscillatory behavior. b) A ”Goldilocks” (ideal) midpoint.

c) A high midpoint leading to missed readings and false threshold crossings.

Figure 4: The effects of different midpoints.

going from low to high, is a constant (Sup).

3. The downwards slope fraction, which refers
to the fraction of the wave period which is
spent going from high to low, is a constant
(Sdown).

4. The constants from (2) and (3) may be em-

pirically determined from raw data. In our
case, Sup = 0.06 and Sdown = -0.06

5. The slope throughout both rise and fall is
consistent throughout.

.
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Figure 5: A visual representation of the variables used in the model. Variables in red are unknowns,
while variables in blue are known or may be determined empirically.

• tnu (x) - The point where intensity crosses the threshold on its way up; where the compression
algorithm begins to calculate a running average.

• tnd (x) - The point where intensity crosses the threshold on its way down; where the compression
algorithm stops calculating a running average.

• TnBS (x)– The point where intensity stops decreasing and levels out to a low value; this represents
when the laser is completely off a tooth.

• TnBE (x) – The point where intensity starts to increase. This represents where the laser begins
to travel over the edge of a tooth.

• TnTS (x) – The point where intensity stops increasing and levels out to a high value. This
represents when the laser is completely over a tooth.

• TnTE (x) – The point where intensity begins to decrease. This represents where the laser begins
to transition from tooth to gap.

• LnB (y) – The actual low intensity reading.

• LnT (y) – The actual high intensity reading.

• anB (y) – The intensity value (obtained from the analysis script’s running average) when the
laser is over a gap (non-reflective).

• anT (y) – The intensity value (obtained from the analysis script’s running average) when the
laser is over a reflective tooth.

• h (y) – The previously selected midpoint for the analysis script.
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• Sup (constant) – The fraction of the period the line formed by the points (TnBE, LnB) and
(TnTS, LnT ) occupies.

• Sdown (constant) – The fraction of the period the line formed by the points (TnTE, LnT ) and
(Tn+1BS, Ln+1b) occupies.

6 The Algorithm

From this model, the following systems of equations arise:

a) TnBS = tnd+
Sdown(h−LnB)(tnu−tn−1u)

Ln−1T−LnB

b) TnBE = tnu− Sup(h−LnB)(tn+1d−tnd)
LnT−LnB

c) LnB = h(TnBS−TnBE−tnd+tnu)+2anB(tnd−tnu)
TnBS−TnBE+tnd−tnu

d) TnTS = tnu+
Sup(LnT−h)(tn+1d−tnd)

LnT−LnB

e) TnTE = tn+1d− Sdown(h−LnT )(tn+1u−tnu)
Ln+1B−LnT

f) LnT = h(TnTS−TnTE+tn+1d−tnu)−2anT (tn+1d−tnu)
TnTS−TnTE−tn+1d+tnu

(a), (b), (d), and (e) are derived through a system
of equations which relates the slope period (Sdown

or Sup) to the equality assumed from (5). For-
mulas (c) and (f) are obtained by rewriting the
equations which give the average intensity values,
solving instead for LnB and LnT . Using these
equations, alongside assumption (1) and the con-
stant obtained from (4), estimates of TnBS and
TnBF are produced. These two values, in turn,
are used to compute a more refined guess at LnB.
This process then proceeds for TnTS, TnTF , and
LnT . Once these six variables are determined,
then the first iteration of the algorithm is com-
plete. As these values are all, in part, based on
assumption (1), they are not exact representa-
tions of the data structure. But, as the first cy-
cle of calculations produced more refined approx-
imations of LnB and LnT , an additional round of
computation may take place, superseding assump-
tion (1) with the new values for LnB and LnT .
This process is then repeated, with each iteration–
hopefully–approaching the true values of TnBS,
TnBE, TnTS, TnTE, LnB, and LnT , which in
turn give rise to better approximations of the mid-
point for a particular waveform. If the values pro-
duced display convergent behavior, then there is
good reason to believe the true values are being ap-
proached. On the other hand, if the values begin
to diverge, then another approach must be taken.

6.1 Determination of a Dynamic
Midpoint

As subsequent iterations of the algorithm were
computed, convergent behavior indeed arose, po-
tentially indicating that the true midpoint was be-
ing approached. With this, it is now possible to
compare the effects of using a fixed versus dynamic
midpoint. In using a low midpoint, it is effectively
guaranteed that every waveform is logged. The
downside, though, is that the period between the
rise and fall of the waveform would vary between
readings, due to the trapezoidal (imperfect) nature
of the waveforms. In using a medium midpoint
(the ideal), not only are all critical readings regis-
tered, but the “zigzag” behavior produced by a low
midpoint simmers down. Unfortunately, due to
the previously mentioned intensity decay present
in most data, it is not always possible for this
idealized midpoint to be determined. For small
snippets of raw data though, this is not an issue.
In using a high midpoint, certain readings may be
completely missed, while also falsely flagging noise
in the waveform as a threshold crossing, leading to
either large spikes in the data or periods where the
space between crossings is near zero (Figure 4c).
Lastly, in using a variable midpoint, an interest-
ing result arises. While we believed that the use
of a tailored midpoint would outperform even the
median midpoint (as it was intended to be compu-
tationally “perfect”), this was not the case (Fig-
ure 6). Rather, some of the oscillatory behavior
representative of a low midpoint was apparent, al-
though not as intensely (Figure 7). We speculate
that this imperfect behavior could be due to an
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incomplete understanding of the structure of the
data, lack of deeper iteration, or an incorrect value
used for h.

Figure 6: The dynamic midpoint not yet perform-
ing as well as the best choice midpoint.

Figure 7: The dynamic midpoint still outperforms
the low midpoint in terms of reduced variance be-
tween points.

7 Raw Data

During the initial development of the experimen-
tal setup, it was decided that storing all raw
data would prove inefficient, as system slowdowns
may occur, leading to lagged and inaccurate data.
While this problem was addressed by preprocess-
ing the data on a microcomputer, it still holds true
that storing all raw data would prove useful in the
case of post-analysis and troubleshooting. For this
reason, the feasibility of storing all raw data was
to be reevaluated, during which two criteria were
investigated:

1. Is it feasible to store the quantity of data
produced?

2. How fast is data produced, and will the com-
puter be able to keep up with it?

The first criteria was promptly investigated by
running the experimental setup and noting how
much data was recorded in a given time frame.
From this, it was determined that approximately
4.1 megabytes of data were produced per minute of
operation (equivalent to 246 megabytes per hour).

While certainly not insignificant, it is by no means
unfeasible. For reference, a conventional one ter-
abyte solid-state drive ($100 as of 2024) would
provide enough space to store approximately 4000
hours of continuous data. The question of just
how well the computer could keep up with this,
though, would require further testing.

7.1 Rate

While it is certain that most modern day comput-
ers are capable of keeping up with the previously
determined data acquisition rate, it was still nec-
essary to determine if any small skips or anomalies
would occur throughout the experiment.
The first step in this process was to modify the
output of the sensor readings. In its default state,
the data streamed would prove to be too noisy
to realistically detect any encoding errors on the
scale of single values amongst millions. For this
reason, the microcomputer’s code was altered to
create a simplified stream of data. In this, a loop is
initiated at index zero, which operates as follows:

1. Take a pin reading

2. Discard the pin reading

3. Send the value of the current index to the
computer

4. If the index is a value between 0-98, increase
it by 1. If it is 99, reset it to 0.

The reason for steps one and two is to ensure that
the ensuing mock data would be produced at the
same rate as the true sampled data (as the read
pin command was the bottleneck in the optical
system’s sampling rate). In implementing this sys-
tem, the resulting data took upon a typical saw-
tooth pattern, which would not only permit for
easy visual determination of encoding errors, but
when fully stored, a simple algorithm could run
through the entire list of numbers and detect any
skipped values. With a diagnostic dataset ready
to stream to the computer, it was now time to
determine which–if any–data storage mechanism
would be ideal for complete data storage.
The first option is a direct-to-disk system, in which
incoming data would be immediately saved to a
traditional hard disk file. This has the benefit of
being the most reliable, as even in the event of to-
tal power loss, most data is still retained. Unfortu-
nately, traditional mechanical storage is typically
one of the slowest components in a computer, and
as a result, may not be able to keep up with the
data. This weakness may be alleviated through
the use of solid-state storage in place of a mechan-
ical hard drive.
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The second option is storing directly to the com-
puter’s random access memory (RAM). While this
method is by far the fastest (only second to the
CPU’s internal cache), it proves to be significantly
more expensive, as well being prone to complete
data loss in case of system failure. Additionally, as
more RAM is taken up by the data, less is avail-
able for the computer’s operation, leading to an
overall system slowdown.
The third option is a hybrid of the previous two.
In this, the computer’s RAM is used as a cache.
After a certain buffer limit is reached, the cache is
dumped to hard storage. Not only does this mech-
anism provide the speed inherent to RAM, but it
also provides the reliability inherent to storing di-
rectly to disk. The crux of this method, though,
is that data acquisition may slow down or halt
during dumping periods.

7.2 Results

Once the three systems were tested, it was deter-
mined that storing directly to a solid-state drive
proved to be the ideal method, as there were ef-
fectively no encoding errors present (in contrast,
a typical mechanical hard drive would have occa-
sional errors crop up). Storing to RAM proved too
expensive and vulnerable to data loss, whilst the
hybrid system, as predicted, experienced encoding
errors during dumping periods.

8 Concluding Remarks and
Future Work

The use of an iterative algorithm showed strong
signs of being an effective tool not only to increase
the data quality of prior datasets, but to amelio-
rate the issues that occur from the intensity decay
present throughout most experiments. Unfortu-
nately, while the dynamic midpoint served better
than a low value, it still did not outperform an
“ideal” midpoint. There could have been many
reasons for this. Primarily, it was determined that
uneven icing occurred on one of the lid’s teeth,
which was not accounted for the the model. Ad-
ditionally, the value used for h was a partial as-
sumption, which would again interfere with the
algorithm (in the case that h is not known, an-
other algorithm may be developed to test different
values of h, eventually settling on the one which
shows least variance between adjacent midpoint
values). Lastly, it may have simply been an issue
of insufficient iteration (in my testing, I went as
far as 11 cycles).

In regard to pure data storage, it was determined
that storing all raw data (to a solid-state drive,
ideally) is indeed feasible and may serve to either
replace the analysis algorithm or supplement it as
a backup for the sake of troubleshooting.
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