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Abstract

Andreas Seifahrt and his team (here after referred to as Bean, et. al) have developed an ammonia
absorption cell for the CRyogenic high-resolution InfraRed Echelle Spectrograph (CRIRES) at the 8m
Very Large Telescope (VLT) in Cerro Paranl, Chile, and were granted a large programme with ESO
to conduct radial velocity measurements on about 40 targets of mid to late type M dwarf stars. To
accompany these measurements, data was also taken at the Cerro Tololo Inter-American Observatory
(CTIO) on the Yale 1m telescope. Using the data obtained at CTIO, we eventually hope to obtain
periodic lightcurves showing the rotational periods of our targets, possible solar spot and flare activity
relative to radial velocity measurements, and resolving the degeneracy caused by the unknown value of
i in m*sin(i) to determine the true mass of potential planets around our targets. My primary task over
the summer was to perform reduction on the data that were obtained at CTIO, and afterwards, perform
aperture and differential photometry as well. At the time of writing, we are still undergoing analysis, but
seem to find that very few of our selected targets showed normal periodic lightcurves.

1 Introduction

1.1 M Dwarfs

M Dwarf stars, the most abundant in our galaxy [1],
are worth studying in search of extrasolar planets.
These stars are classified by strong absorption bands
from around 600 nm to 850 nm due to the presence
of titanium oxide and vanadium dioxide [8], masses
between 0.6 and 0.08 solar mass [11], low luminos-
ity, and are relatively cool. [2] lists effective tem-
peratures for M6 to M9.5 dwarf stars between 2800K
and 2300K. Because they have such small masses, the
possibility of detecting an orbiting planet around one
of these stars is much higher than around solar-type
stars, which are commonly the target of extrasolar
planet research. The habitable zone for these plan-
ets, due to their low temperatures, is also much closer
to the host star, ranging from 0.1 AU to 0.19 AU for a
star with stellar mass of 0.4 M(sun) and 0.024 AU to
0.045 AU for a star of mass 0.1 M(sun), thus making
the detection of a habitable planet via the radial ve-
locity method much more likely [6]. The possibility of
life on planets orbiting M dwarfs is under debate. For
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an interesting argument, see [10]. Of stars of spectral
class M, we are interested in studying stars of mid- to
late type M, meaning that they will be on the lower
end of temperature, luminosity, and mass. The tar-
gets chosen for investigation this summer were all of
this type.

1.2 CCDs in Astronomy

Charge-Coupled Devices (CCDs) have revolutionized
the way astronomy is performed. Compared to their
predecessors such as photographic plates and solid
state imaging devices, it is namely low error and their
ability to achieve high levels of accuracy that make
them so desirable. However, they are certainly not
without complications. To understand and appreciate
the data reduction that I performed this summer, it
is first important to understand some basics about
CCDs.
Due to the photoelectric effect, an incoming photon
excites an electron on a silicon pixel in the CCD, send-
ing it to the conduction band where it is stored on an
electrode. Each pixel has its own electrode, which
stores the excited electrons during the integration.
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Figure 1: Pixel readout on a CCD occurs in a row-by-
row fashion. Once a row is moved onto the register strip,
the on-chip amplification and analog-to-digital conversion
occur before saving the data.

The ratio of photon hits to collected electrons is es-
sentially one; however, this is only true up to a certain
point. For common astronomical-use CCDs, linearity
will generally last to around 50,000 counts. Pixels
with counts greater than the linearity limit of the
CCD are unreliable and can often cause ’bleeding’,
or the overflow of electrons into neighboring pixels.
This effect can ruin an integration. After the integra-
tion is complete, the CCD is read out in a row-by-row
manner as seen in Figure 1.

This is the first source of instrumental error. Every
time a charge is transferred during read out from one
pixel to the next, only a certain percentage is actually
transferred from what was collected. This number
is called the quantum efficiency (QE) of the device
and for modern CCDs is typically near 99.9999% [5].
Once transferred, the voltage obtained by each pixel
is read out by an analog-to-digital converter, which
assigns a numeric value corresponding to the voltage
(a so-called ’digital number’ (DN)), and then ampli-
fied before either being saved or transferred to an-
other machine that will interpret these values (as an
image, per se).
The second primary source of error for a CCD is the
dark current, which is caused by thermal generation
of electrons within the CCD. This is an intrinsic and
inevitable source of error in a CCD, but can be sig-
nificantly decreased with cooling of the device. In
addition to the dark current, other intrinsic sources
of error are bad or ’hot’ pixels on the array, the QE
of each pixel, the amplification of the voltage during
readout, and the analog-to-digital conversion, among
others. There are methods to minimize and eliminate
these errors, and this is discussed in Section III of this

letter.

1.3 Radial Velocity Measurements

The first confirmed detection of an extrasolar planet
was in 1992, and the number of confirmed discover-
ies has been growing exponentially ever since. Up
until recently (with the disclosure of the success of
NASA’s Kepler mission), the most common form of
detection was through radial velocity measurements
(Kepler uses the transit method–see below). The ra-
dial velocity method consists of collecting the radia-
tion from a target (generally within a specific band),
performing high-resolution spectroscopy, and analyz-
ing shifts and distortions in the stellar spectrum. The
light from the source is passed through a cell, which
creates a ’picket fence’ background to which the ob-
server can compare the stellar spectrum. Typically,
the cell used is filled with iodine, which provides many
deep, narrow absorption lines in the visible spectrum.
From observing the shifts and distortions in stellar
spectra over time, certain parameters can be deduced.
The translational velocity of the star along the line
of sight to the observer (radial velocity), the planet’s
distance from the star, its minimum mass, velocity
of both bodies,and more can be found. The rota-
tional velocity can be inferred by high resolution spec-
troscopy as well. When a planet rotates, as long as it
is not pole-on to the observer, a simultaneous redshift
and blueshift is observed. This effect occurs because
during rotation, one side of the planet is rotating away
from the observer while the other is rotating towards
them. This effect does not cause a translational shift
of the spectral lines, but rather a blurring or widen-
ing. The effect hinders the precision of radial veloc-
ity measurements, and thus the rotational period of
stars is studied by other means, such as differential
photometry, in attempt to resolve this error. Obser-
vations over time will provide the data necessary to
determine a period for the object. Although gener-
ally the period describes the gravitational wobble of
the star due to an orbiting body, this is not always
the case, and determining the exact meaning of this
derived period is part of our investigation.

1.4 Photometry

There are two broad photometric methods of collect-
ing data on stellar objects, mainly absolute photom-
etry and differential photometry. Absolute photome-
try attempts to observe the true brightness of an ob-
ject, while differential photometry is a measurement
of the brightness of an object relative to others in the
same field. Absolute photometry is ideal, however in
ground-based observations this method is generally
not achievable. Differential photometry is the most
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accurate and practical method, achieving errors as
low as This summer we employed the differential pho-
tometry method. It is done by calculating a target’s
flux relative to other comparison stars in the field.
See [3] for a more rigourous description of differential
photometry, its advantages, and the determination of
comparison stars.

1.4.1 Aperture Photometry

Aperture photometry is a means of measuring the
flux of a selected body. It consists of encircling the
body with a circle (aperture) of radius r, an inner sky
annulus of radius a(i), and an outer sky annulus of
radius a(o) (Note: r¡a(i)¡a(o)). The disk with inner
radius a(i) and outer radius a(o) serves to measure
the background flux from the sky, while the circle of
radius r immediately around the target measures its
flux above the background.

1.4.2 Transit Studies

A transiting planet is one whose orbit passes between
its host star and an observer. The transit method of
extrasolar planet detection involves studying the flux
from a target as it passes in front of its host star.
Given a sampling of the flux level from the target,
when a planet passes in front of it, there will be a not-
icable decrease in the measured flux. The decrease in
flux is equal to the ratio of the relative surface areas
of the planet and the host star. A planet detected
using this method must always be confirmed by an-
other method, typically by radial velocity measure-
ments. Likewise, radial velocity detections may be
followed up by photometric methods in the chance of
detecting a possible transit. The transit method is the
most revealing of a planet’s characteristics, as it can
be used to deduce the planet’s true mass, the chemical
composition of its upper atmosphere, its temperature,
density and more.

2 Methods

The iodine absorption cell mentioned in Section II.iii
works well for observations taken in the visible spec-
trum, but fails when approaching the near infrared.
Our targets were mid to late type M dwarf stars,
which produce strong absorption bands from 600 nm
to 850 nm [8], thus reducing the usefulness of this
particular cell. Instead, Bean et al. developed a
quartz ammonia gas cell which allows this same strat-
egy to be performed in the near infrared. Bean et
al. were granted an ESO Large Programme to allow
for the study of about 40 mid- to late type M dwarfs
which they did using their new ammonia gas cell with
CRIRES on the VLT in Chile. To accompany these

measurements, more data were desired to: 1) Rule out
false positives in radial velocity detections, 2) Deter-
mine an extrasolar planet’s true mass rather than just
the m*sin(i) obtainable from the radial velocity mea-
surements, and 3) To study the correlation between
stellar activity and radial velocity in the optical and
infrared. To obtain this data, observations were done
at the CTIO Yale 1m telescope, and this is the data
I worked with this summer.

2.1 The CCD on the Yale 1m

The CCD on the Yale 1m at CTIO is the Y4KCam
4Kx4K. The Y4K cam is a 4104x4104 pixel array,
with an overscan cross of width 40 pixels, thus mak-
ing the final image size 4064x4064. It is linear within
1% up to 42,000 counts above the bias, has a gain
of 1.4 electrons per digital number, a full-well capac-
ity of 66,000 electrons, and has a field of view of 20
arcminutes by 20 arcminutes. The very beginning of
my summer was spent investigating the importance
of these values and of CCDs in astronomy as well.

2.2 Data Reduction

2.2.1 Creating a Master Bias

Once given the raw data, I was introduced to Inter-
active Data Language (IDL), an array based program
widely used in astronomy. Using IDL, my first task
was creating a bias file to be used for each night’s
observations. A bias frame is created by taking per-
forming an integration of 0 seconds with the shutter
closed. This process gives you the ’zero image’ of the
CCD, made up of dark current effects and read out
errors. A series of bias frames are taken at the be-
ginning and the end of each night of integration to
account for slight fluctuations in the zero image error
sources, and a master bias is computed from these
frames. The master bias frame is created by com-
puting a sigma-clipped mean over the stack of bias
frames taken during the night once the error-ridden
bias frames are excluded from the data set. Once this
master bias is created, it is subtracted from all other
frames for the corresponding night.

2.2.2 Creating a Master Flat Frame

The next step in data reduction is generating a mas-
ter flat field image by which all images will be di-
vided. The purpose of this image is to eliminate er-
rors caused by fluctuations between individual pixels’
readouts, gains, and quantum efficiencies. The idea
of a flat field is to expose the CCD to a spectrally
and spacially flat source that would in theory regis-
ter an equal response from each pixel [5]. Since the
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pixels on the CCD react differently to different wave-
lengths of light, a series of flat field images must be
taken for each filter that is to be used during the ob-
servation. Flat fields are normally obtained in one of
two ways. The first way is through observing a spe-
cial screen located within the telescope dome(’dome
flats’), and the other is by taking observations of the
twilight or night sky (’sky flats’). Sky flats were used
in our observations, and they were taken at the begin-
ning and end of each night of observation (pre- and
post-observation flats). Before flat fields can be ap-
plied to images, they first need to be corrected them-
selves. This includes normalization for all flats, and
for flats with integration times less than or equal to
3 seconds, corrected for distortions from the shutter
as well. For longer integrations, the effects of vary-
ing brightness due to the shutter speed are negligible.
After being normalized and shutter-corrected, due to
filters and lenses that were not kept under vaccuum,
new dust specs frequently appeared in our images.
Hence, in our case, we also had to analyze each in-
dividual flat frame for inconsistencies between it and
the prior flat. Where two consecutive flats showed
noticable inconsistencies, a note was made and the
division for groups of flats to create a master flat
was established in these gaps. Typically two mas-
ter flats were produced for each night of observation–
one from the pre-observation flat fields, and the other
from post-observation.

2.2.3 Image-Specific Determination of Appro-
priate Flat

Once master flats had been created, the pre-observation
master flat was applied to all science frames from that
night. The science frames were then analyzed to de-
termine whether the pre- or post-observation flat re-
sulted in a better image. Figures 2 and 3 show a cor-
rected science frame, first with the incorrect choice of
a master flat, and then with the correct choice.

Once the appropriate master flat had been chosen for
each image, the central overscan cross was removed
from all science frames.

2.2.4 Target Location

After all science frames had been corrected, the target
had to be located in each image and its pixel coordi-
nates recorded. There is no automated way of per-
forming this task. The process of determining which
star in our fields was the target required the use of a
program called Aladin Sky Atlas. Aladin allows the
user to enter the name of their target and select which
past sky surveys they would like to use images from in
determining the location of the target. By the user-
performed process of correctly orienting the images

Figure 2: Science frame taken at CTIO on Yale 1m tele-
scope using an incorrect flat field correction.

Figure 3: Same science frame as in Figure 2 but with the
proper flat field correction.
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and doing scrutinous image comparison, finding the
target can be done by employing a sort of ”Where’s
Waldo” method.

2.2.5 Star Detection within Science Frames

Within IDL, the program FIND is able to detect the
presence of bright objects in an image. Since the sky
generates a background value for every pixel, FIND
first computes the median sky value and subtracts
it from the image. FIND then scans the image for
brightness perturbations, uses marginal Gaussian fits
to find centroids, and computes ’roundness’ and ’sharp-
ness’ values of the detected objects. The roundness
refers to the elongation of the object, whereas the
sharpness refers to the steepness of the Gaussian used
to fit the object. The user can enter preferred round-
ness and sharpness criteria that will assist in the re-
moval of false detections of stars, such as in hot pixels
or galaxies. FIND returns a list of the stars detected
in the image, their x and y pixel coordinates, the
number of counts for each star, and their sharpness
and roundness values. The output is such that it is
easily read into the program APER.

2.3 Aperture Photometry

Next, a program called APER performs aperture pho-
tometry on the objects supplied in the user-given in-
put list, which were in our case obtained from FIND.
APER is capable of performing aperture photome-
try for up to 12 given aperture radii. For our mea-
surements, APER was run with aperture radii of 7,
10, 12, and 14 pixels. As output, APER produces
a file containing an array which has for each star its
x and y pixel coordinates and the flux for each sup-
plied aperture radius. With multiple observations for
each target, the files produced by APER were sorted
into lists, one per target. These lists were then run
through a program created by Andreas Seifahrt to
create files readable by Chris Broeg’s dphot program.
In addition to petty formatting issues that had to
be resolved, the more serious problem with aper re-
sults was that for the same target, depending on the
pointing of the telescope, the comparison stars in the
images will not always be the same. This issue was re-
solved by a robust technique in a program developed
by Seifahrt called matchlists.pro. In this program,
the distance from every star in the field to every other
star is computed, and histograms made showing the
hits for these distances along the x and y directions.
Except for in very sparse fields or extremely dense
fields, there always existed a clear peak in the his-
togram. For each pair of aper files within a target’s
list, this distance was recorded as the offset between
the images. Using this offset and the program cre-
ate magfiles.pro, a list of common comparison stars

from all files can be determined. This program pro-
duces mag files containing the flux, julian date, and
error for each comparison star.

2.4 Differential Photometry

Using the output mag files from Seifahrt’s create magfiles
program, Chris Broeg’s dphot program is called. This
program performs differential photometry, weighing
the comparison stars in such a way that their error is
minized [3]. For a detailed description of the weight
calculations used and the means of determining dif-
ferential magnitudes see Broeg, et al, 2005.

2.5 Lightcurves and Determining Pe-
riods

The differential magnitudes and associated errors cal-
culated by dphot were then plotted in IDL as lightcurves,
one for each of our targets. A lightcurve shows the
differential flux measured over time. These are the
true results that we hoped to obtain from day one.
Thus far, two methods have been used to analyze the
results seen in these lightcurves. For lightcurves of
our targets, see figures in Results & Conclusions be-
low.

2.5.1 Lomb-Scargle Periodogram

As our data is unevenly sampled ( 6 integrations per
target per night), each target’s lightcurve is a series
of points with gaps of roughly one day in between ob-
servations as seen in the lightcurves displayed below.
The IDL program scargle.pro computes the Lomb-
Scargle periodogram for unevenly sampled data. For
the details on this calculation, see Scargle, 1982 and
Horne & Baliunas, 1986.

2.5.2 Period04

The second means of extracting periods from our lightcurves
was using the program Period04. Produced by Delta
Scuti Network, it is designed to perform Fourier anal-
ysis of unevenly sampled data and extract the most
prominent frequencies.

3 Results & Conclusions

Four targets of our 25 selected will receive mention
in this letter. The first is LHS2065 whose lightcurve
can be seen in Figure 4 below. Within error, this
target seemed to show very stable radiation in R over
the course of our observations except for during the
fourth night. Martin & Ardila, 2001 note that this M9
star with mass between 0.1 and 0.06 M(sun) shows
microflare activity at the rate of 0.5 microflares hr−1.
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They also note that strong flare activity is rare (0.03
strong solar flares hr−1). With this information, it
is possible that the increase in differential magnitude
that we witness on the fourth night is due to the star’s
microflare activity.

Figure 4: Lightcurve obtained from target LHS2065, an
active M9 star. The middle night shows possible mi-
croflare activity.

The second and third targets are GJ300 and LHS3003
(see Figures 5 and 6). Based upon our data, both tar-
gets appear to be very quiet with little stellar activity
(standard deviation of differential magnitude of only
0.00485165).

Figure 5: Lightcurve obtained from target GJ300. Flat
lightcurve suggests very little activity with the standard
deviation of its differential magnitude at 0.00485165.

Figure 6: Lightcurve obtained from target LHS3003.
Again, its flat lightcurve suggests very little activity with
data problems in the second to last night.

Finally, SO053 appears to show periodic tendencies;
however, our observations of this target were not long
enough to capture a full period, though it appears to
have a period of 5 days (see Figure 7). It would be
worthwhile to perform a follow up observation of this
target to get a better measure of its period.

Figure 7: Lightcurve for target SO053. While it appears
to show a period of 5 days, our observations were not
long enough to say this with certainty.
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Figure 8: Periodogram for target SO053, showing two
false peaks from our window function. Comparing the
lightcurve and periodogram information, the spike that
appears to be rising at 5 days hints at a true period
corresponding to this time, but additional observations
are necessary to confirm.

The majority of the remainder of our targets showed
lightcurves that were not periodic in nature. Exam-
ples of DENIS1048 and GJ1156 are shown below.

Figure 9: Lightcurve for target DENIS1048. As is ap-
parent, this lightcurve is very noisy; no rotational period
was able to be derived from this data.

Figure 10: Lightcurve for target GJ1156. Similar to DE-
NIS1048, with the noise in the lightcurve no direct period
determination was possible from our methods.

Table 1 shows the standard deviation of the differ-
ential magnitudes as well as the mean error for each
target. The results of this table tell us that although
our lightcurves were very noisy, in most cases this is
not due to a lack of precision in our measurements.
This points to possible signal activity causing these
values, but certainly needs to be confirmed.
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Table showing the standard deviation of the differential
magnitude of each target along with its mean uncertainty.
The data in the table suggests that the noise seen in most
lightcurves may actually be due to activity signals.

4 Future Research

More extensive observation of our targets that appear
to show longer periods would be a worthwhile task to
provide more certain data to accompany the radial ve-
locity measurements taken with CRIRES on the VLT.
In addition, the data from the VLT could be used to
selectively pick a smaller subset of these targets which
currently show signals in the radial velocity measure-
ments. By observing a smaller set of targets over a
longer time scale (both in number of nights and also
observations per target per night) better lightcurves
would be obtained, more rotational periods could be
measured, and stellar activity would be more evident.
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